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PNI - NPN/SNPN (5G Private Networks)  & AEF 



A Non-Public Network (NPN) is a 5GS deployed for Non-Public Use

An NPN is either:

1. a Stand-alone Non-Public Network (SNPN), i.e. operated by an 

NPN Operator and not relying on Network Functions provided by a    

PLMN, 

or

2. a Public Network Integrated NPN (PNI-NPN), i.e. a Non-Public 

Network deployed with the support of a PLMN.

NOTE: An NPN and a PLMN can share NG-RAN

Stand-alone Non-Public Networks (SNPNs)

SNPN 5GS deployments are based on the Architecture for: 

- 5GC with Un-trusted Non-3GPP Access (Fig. 1-1) for access to SNPN   

Services via a PLMN (and vice versa) 

1.  3GPP Definition of PNI - NPN/SNPN with Diagrams- 1  



NPN/SNPN  Mapping Solutions to Key Issues - 3GPP Rel.17 for PLMNs Non 3GPP Access 



NPN/SNPN  Mapping Solutions to Key Issues - 3GPP Rel. 17
Key Issues 

Nr        

Solutions

#1                         

Enhancements to Support SNPN 

along with Credentials owned by 

an Entity separate from the SNPN  

#2:                                

NPN support for Video, Imaging 

and Audio for Professional 

Applications (VIAPA)

#3                      

Support of IMS Voice and 

Emergency Services for 

SNPN

#4                                

UE Onboarding and Remote 

Provisioning 

#5                          

Support for Equivalent SNPNs

#6                 

Support of Non 3GPP 

Access for NPN 

Services 

1 X X

2 X X

3 X

4 X

5 X

6 X

7 X

8 X

9 X

10 X

11 X

12 X

13 X

14 X

15 X

16 X

17 X

18 X

19 X

20 X

21 X

22 X

23 X

24 X

25 X

26 X

27 X

28 X

29 X

30 X

31 X

32 X

33 X

34 X

35 X

36 X

37 X

38 X

39 X

40 X

41 X

42 X

43 X

44 X

45 X

46 X

47 X

48 X

49 X

50 X

51 X

52 X

53 X

54 X

55 X

56 X



As of 3GPP Rel. 17, the following 5GS features and functionalities are not 

supported for SNPNs:

1. Interworking with EPS is not supported for SNPN.

2. Emergency Services are not supported for SNPN when the UE accesses the SNPN 

over NWu via a PLMN.

3. While Roaming is not supported for SNPN, e.g. Roaming between SNPNs, it is 

possible for a UE to access an SNPN with credentials from a CH 

4. Hand-over between SNPNs, between SNPN and PLMN or PNI-NPN are not 

supported.

5. CIoT 5GS Optimizations are not supported in SNPNs.

6. CAG (Closed Access Group) is not supported in SNPNs.

- A UE with two (2)  or more Network Subscriptions, where one (1) or more Network 

Subscriptions may be for a subscribed SNPN, can apply procedures specified for Multi-

USIM UEs. 

- The UE shall use a separate PEI for each network subscription when it registers to the 

network.

NOTE:  The number of preconfigured PEIs for a UE is limited. 

If the Number of Network Subscriptions for a UE is greater than the Pre-configured 

Number of PEIs, the Number of Network Subscriptions that can be registered with the 

Network simultaneously is restricted by the Number of Pre-Configured Number of PEIs.

1.  3GPP Definition of PNI - NPN/SNPN with Diagrams - 4  



Identifiers

The combination of a PLMN ID and Network identifier (NID) identifies an SNPN.

NOTE 1: The PLMN ID used for SNPNs is not required to be unique. PLMN IDs reserved 

for use by private networks can be used for non-public networks, e.g. based on 

mobile country code (MCC) 999 as assigned by ITU. Alternatively, a PLMN 

operator can use its own PLMN IDs for SNPN(s) along with NID(s), but registration 

in a PLMN and mobility between a PLMN and an SNPN are not supported using 

an SNPN subscription given that the SNPNs are not relying on network functions 

provided by the PLMN.

The NID shall support two assignment models:

- Self-assignment: NIDs are chosen individually by SNPNs at deployment time (and may 

therefore not be unique) but use a different numbering space than the coordinated 

assignment NIDs. 

- Coordinated assignment: NIDs are assigned using one of the following two options:

1. The NID is assigned such that it is globally unique independent of the PLMN ID used; 

or

2. The NID is assigned such that the combination of the NID and the PLMN ID is 

globally unique.

1.  3GPP Definition of PNI - NPN/SNPN with Diagrams- 3  



Alternatively, a Credentials Holder (CH) may Authenticate and Authorize access to an SNPN.  

In this Rel. 17, Direct Access to SNPN is specified for 3GPP Access only.

Ref.3GPP TS 23 501 5G System Architect., Rel., 17, Dec 2021: 337 - 338, 344

1.  3GPP Definition of PNI - NPN/SNPN with Diagrams - 2  



https://enterpriseiotinsights.com/20210922/channels/news/hard-

lessons-for-private-5g-as-lightspeed-market-is-fractured-between-

hype-and-

reality?utm_campaign=Enterprise%20IoT%20Newsletter&utm_medi

um=email&_hsmi=162862354&_hsenc=p2ANqtz-

_rkpszzAFyrYTATSTBWE88VSKQCqdUyAdfuNgJFBs7nlbwnCmsk

ZSPs6Nl4Ftg77p8boVhFiPUCc-

0Oklff37DT2D3cQ&utm_content=162862354&utm_source=hs_emai

l

2. Market Definition and Deployments of "Private 5G" PNI - NPN/NSPN - 6

5G World in London (September 22, 2021) brought some perspective.

There is a Learning Curve for Enterprises, and a Learning Curve for Everyone 

selling Private Network Services. 

So the Market is moving slower, from Tests and Proofs; 

It is not even a 5G Market, yet (of course). 

“The Majority is on LTE, so at moment it is an LTE Market, and 

LTE is currently delivering what most Use Cases want.” 

It looks clearer through the lens of each player in the Market, only because their 

views of it are all different, and all of them are feasible on their own terms.



https://enterpriseiotinsights.com/20210831/chan

nels/news/the-failure-of-private-5g-another-telco-

bungle-or-just-industrial-inertia-is-the-window-

really-closing

2. Market Definition and Deployments of "Private 5G" PNI - NPN/NSPN - 7

The ‘Failure’ of Private 5G – another Telco bungle, or just Industrial Inertia? (Is the Window really 

Closing?)                                                August 31, 2021

Most "Vertical’ Licences", so far, remain attached to PoCs. 

So the early interest is from ‘Industrial Leaders’, often with vested interests in Selling 
solutions Over-the-Top, to kick the tyres on Private 5G. 

And the Number of fully-fledged deployments are limited, 

if you look at the Names of the Licensees, more than half (50%) of them are 

strictly speaking Non-Commercial. 

Either,

1. they are Research and / or Proofs, as you rightly mention, or [else] 

2. they are System-Integrator (SI) Deployments – [all of which] want to Test and 

Showcase 5G Solutions they are looking to provide to clients.

The question then becomes what level of PNI-NPN will emerge as the most successful.” 



NPN/SNPN  



NPN/SNPN  Mapping Solutions to Key Issues - 3GPP Rel."5G Advanced" Support for Equivalent SNPNs

1. Key Issue #1: Enabling support for idle and Connected mode 

Mobility between SNPNs without New Network selection

2.    Key Issue #2: Support of Non-3GPP Access for SNPN

3. Key Issue #3: Enabling NPN as hosting network for providing  

Access to Localized Services

4. Key Issue #4: Enabling UE to Discover, Select and Access NPNs 

as Hosting Network and receive Localized Services

5. Key Issue #5: Enabling Access to Localized Services via a 

Specific Hosting Network

6.    Key Issue #6: Support for returning to Home Network

Reference Points between CH and 

SNPN 5G System Architecture Rel. 

17 Fig. 5.30.2.9:3-1
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Support for Local Area Data Network (LADN)

A LADN Service Area (SA) is a set of Tracking Areas (TAs).

LADN is a service provided by the serving PLMN. 

It includes:

- LADN Service applies only to 3GPP Accesses and does not 

apply in Home Routed case.

- The usage of LADN DNN requires an explicit subscription 

to this DNN or subscription to a wildcard DNN.

- Whether a DNN corresponds to a LADN Service is an 

attribute of a DNN and is per PLMN.



URSP - UE Route Selection Policy URSP

The URSP is defined and is a set of one or more URSP rules, where a URSP rule is composed of:

a) A precedence value of the URSP rule identifying the precedence of the URSP rule among all the existing URSP rules;

b) A  traffic descriptor, including either:

1)match-all traffic descriptor; or

2)at least one of the following components:

A) one or more application identifiers;

B) one or more IP 3 tuples: Destination/ 1.  IP Address 2. Port nr, & 3. the Protocol

C) one or more non-IP descriptors, i.e. destination information of non-IP traffic;

D) one or more DNNs;

E) one or more connection capabilities; and

F) one or more domain descriptors, i.e. destination FQDN(s) or a regular expression as a Domain Name matching criteria; and 

c)one or more route selection descriptors each consisting of a precedence value of the route selection descriptor and either

1) one PDU session type and, optionally, one or more 

of the followings:

A) SSC mode;

B) 1 or more S-NSSAIs;

C) 1 or more DNNs;

D) Void;

E) preferred Access Type; 

F) Multi-Access Preference;

G) a Time Window; and

H) Location Criteria;

2) non-seamless non-3GPP offload indication; or

3) 5G ProSe Layer-3 UE-to-network relay offload indication.  



PALS Consolidated Potential Requirements (CPR) - NOTE 1:    Both the Home and the Hosting Network can be a PLMN or NPN.

NOTE 2:     Only Subscribers of a Public Network can roam into a PLMN.



User Manual Selection of Localized Services via 

Hosting Network

UE Configuration, Provisioning, Authentication &  
Authorization

PALS Consolidated Potential Requirements (CPR) - NOTE 1:    Both the Home and the Hosting Network can be a PLMN or NPN.

NOTE 2:   Only Subscribers of a Public Network can roam into a PLMN.



Hosting Network Localized Services and Home 

Operator Services Returning to Home Network

PALS Consolidated Potential Requirements (CPR) - NOTE 1:    Both the Home and the Hosting Network can be a PLMN or NPN.

NOTE 2:   Only Subscribers of a Public Network can roam into a PLMN.



PALS The Application Layer Approaches require 5G Network to expose 

Network Capabilities for Localized Services 

As shown in the Figure, the e-Agreement is established among Service 

Operators, e.g. SP-A, SP-B, and SP-C have no SLAs in place for the Services 

provided by SP-A’s Hosting Network - A. 

The SP-A Operator creates an e-Agreement which provides the Localized 

Service Configuration. 

The SP-B and SP-C Operators can subscribe this Localized Service with 

required Service Policies for their UEs. 

The SP-B and SP-C can then configure their UEs for Localized Service.

Based on the e-Agreement, the Hosting Network can be configured with 

Localized Service at a specific time & location for its subscribers (other 

Network Operator), e.g. Localized Service Policies of Time, Location, 

Network-A Access Parameters, including Spectrum, Access Technologies 

(3GPP or non-3GPP), Network Slice, Charging Policies, and Subscriber’s 

Network Policies for Authentication, and Routing. 



5G NFs SFC  - Service Function Chaining

Solutions shall build on the 5G System Architectural Principles including Flexibility and Modularity for newly introduced functionalities (3GPP 

defined FMSS).

- Service path (i.e. for Traffic handled by the Service Functions (SFs)) is traversed over N6 after PSA UPF(s) in 5G network.

Currently, the SMF may be configured with the Traffic Steering policy related to the mechanism enabling traffic steering to the N6-LAN, DN 

and/or DNAIs associated with N6 traffic routing requirements provided by the AF. 

- UPF with SFC capabilities need to support flexible SFC configuration for a PDU session that 

requires different SFC processing for different Applications. 

For allowing an AF, e.g. a 3rd Party AF, to request predefined SFC for Traffic Flow(s), etc. (when the 

AF belongs to a 3rd Party, this is based on Service Level Agreement (SLA) with the 3rd Party).  



PALS Interworking between Networks Operators and Application Providers for Localized Services 



PALS Interworking between Networks Operators and Application Providers for Localized Services 
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AEF Capabilities 
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1. Enabling Applications/Services Exposure Frameworks

Potential enhancements in CAPIF and Application Enablement Frameworks (e.g. SEAL, EDGEAPP, Vertical 

Enabler Layers) to support the Subscriber-aware Northbound API Access (SNA), .

Figure: UE-originated API invocation
Figure 4.2.1-1: AF-originated API invocation



Ref. 3GPP TR 23 700-95 Appl Enabl for SNA, Rel. 18, April 2022: 11

Fig.: Business Relationship in SNA
Fig.: Functional Model for the CAPIF with SNA enhancements 
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5G UE Service Access Identities and Service Access Categories Configurations

Table 1: 5G User Equipment (UE) Service Access Identities Configuration

P.S.  “Mobility” in 5G with Rel. 15 is re-defined and classifying the UE into 4 (four) Categories of Mobility (namely UEs that are “Stationary”, “Nomadic” (within a constrained area) and WAN/Mobile as well as introducing IP Anchor  

node and UE Relay. D.S. 

Table 2: 5G User Equipment (UE) Service Access Categories Configuration 



5G GPSI, SUPI, SUCI



URSP - UE Route Selection Policy URSP

The URSP is defined and is a set of one or more URSP rules, where a URSP rule is composed of:

a) A precedence value of the URSP rule identifying the precedence of the URSP rule among all the existing URSP rules;

b) A  traffic descriptor, including either:

1)match-all traffic descriptor; or

2)at least one of the following components:

A) one or more application identifiers;

B) one or more IP 3 tuples: Destination/ 1.  IP Address 2. Port nr, & 3. the Protocol

C) one or more non-IP descriptors, i.e. destination information of non-IP traffic;

D) one or more DNNs;

E) one or more connection capabilities; and

F) one or more domain descriptors, i.e. destination FQDN(s) or a regular expression as a Domain Name matching criteria; and 

c)one or more route selection descriptors each consisting of a precedence value of the route selection descriptor and either

1) one PDU session type and, optionally, one or more 

of the followings:

A) SSC mode;

B) 1 or more S-NSSAIs;

C) 1 or more DNNs;

D) Void;

E) preferred Access Type; 

F) Multi-Access Preference;

G) a Time Window; and

H) Location Criteria;

2) non-seamless non-3GPP offload indication; or

3) 5G ProSe Layer-3 UE-to-network relay offload indication.  



5G ACT  & ACR (Application Context Transfer & Application Context relocation
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Functional Description for Supporting Edge Computing

EASDF - Edge Application Server Discovery Function 

Functional Description

The Edge Application Server Discovery Function (EASDF) includes one (1) or more of the following Functionalities:

- Registering to NRF for EASDF Discovery and Selection.

- Handling the DNS messages according to the instruction from the SMF, including:

- Receiving DNS message handling Rules and/or BaselineDNSPattern from the SMF.

- Exchanging DNS messages from the UE.

- Forwarding DNS messages to C-DNS or L-DNS for DNS Query.

- Adding EDNS Client Subnet (ECS) option into DNS Query for an FQDN.

- Reporting to the SMF the information related to the received DNS messages.

- Buffering/Discarding DNS response messages from the UE or DNS Server.

- Terminates the DNS security, if used.

The EASDF has direct User Plane Connectivity (i.e. without any NAT) with the PSA UPF over N6 for the transmission of 

DNS signalling exchanged with the UE. The deployment of a NAT between EASDF and PSA UPF is not supported.

Multiple EASDF instances may be deployed within a PLMN.

The interactions between 5GC NF(s) and the EASDF take place within a PLMN.

Fig.: 5GC Connectivity Models for Edge 

Computing

Fig.: 5GS providing Access to EAS with UL CL/BP for Non-Roaming Scenario



Fig.: NSCE-C 

+

3GPP 5G UE New Services Enablement Clients (UAC - Unified Access Control for Access Identities & Access Categories  

++

Fig.: ADAE-C 

+ +

Fig.: AF-originated    

API Invocation 

Fig.: Edge 

DNS Client 

Functionality

Fig.: Architecture for enabling Edge 

Applications - SBI representation

+

Fig. FLC leveraging

SEAL LM 

IoT Platform 

Common 

Services (IoT-

PCS) Client(s)
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1. Enabling Applications/Services Exposure Frameworks

CAPIF-6 and CAPIF-6e Reference Points connect two CAPIF Core Functions located in the same or different PLMN Trust Domains, respectively.

The reference points allows API invokers of a CAPIF Provider to utilize the Service APIs from the 3rd Party CAPIF Provider or another CAPIF Provider 

within trust domain.

The API Invoker supports 

several Capabilities such as 

supporting

- the Authentication and 

obtaining Authorization and 

Discovering using CAPIF-

1/CAPIF-1e Reference Point 

as defined in 3GPP TS 

CAPIF and

- invoking the Service APIs 

using CAPIF-2/CAPIF-2e 

Referenced Point as defined 

in 3GPP TS CAPIF e.g. the 

T8 Interface as defined in 

GPP TS CAPIF NAPS or the 

NEF Northbound Interface 

as defined in 3GPP TS 

CAPIF NAPS. 

Trust domain of CAPIF provider A

API invoker

CAPIF-1e

CAPIF core function 2

API exposing function

Service APIsService APIsService APIs

CAPIF-3

CAPIF-2e

API invoker

CAPIF-1

CAPIF-2

CAPIF-4
API publishing function

API provider domain

CAPIF APIs

API management function
CAPIF-5

Trust domain of CAPIF provider B

API invoker

CAPIF-1e

CAPIF core function 

API exposing function

Service APIsService APIsService APIs

CAPIF-3

CAPIF-2e API invoker

CAPIF-1

CAPIF-2

CAPIF-4
API publishing function

API provider domain

CAPIF APIs

API management function
CAPIF-5

CAPIF-2e

CAPIF-2e

CAPIF-6e
CAPIF core function 1

CAPIF-6

Figure: CAPIF Interconnection Functional Model
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5G System can host  a PDL Function (PDLF) in the 5GS CN Control 

Plane (CP) containing the Operational elements shown in the figure 

below providing an enhancement to 3GPP 5G CN stack related to 

Security & Authentication, provided within the Secure envelope of 3GPP 

Systems via a New (SBI) NF Interface (Npdlf) using HTTP or JSON to 

communicate with the CP message bus. 

Orchestration of the PDLF should follow stringent Design Guidelines in 

order not to break the Paradigm of Distributed Ledgers. 

The implication is that an ETSI-MANO Orchestration, when applied to a 

PDL, may remain Centralized in Context, but Implemented in a 

Distributed manner. 

Selected Federated Data Management UCs  or Scenarios, which could 

be benefited from the use of PDL Technology &/or introduce New 

Requirements for use of set of relatively sequential stages such as Data 

Collection, Data Storing, Data Computing, Data Sharing, & Data 

Visualization. 

For each Stage, Multiple Organizations could participate & have their 

own Data, e.g., generated from ubiquitous Devices deployed for different 

Applications such as IIoT, Connected Vehicles, etc. 

A Data Pipeline (e.g. Data Pipeline A & Data Pipeline B) starts with Data 

Collection from devices, but it could complete in different places in the 

Networking System. 
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5G SBA UPF enhancements for Service Exposure & Group Management for Communication 

Enhancements 

Improving 5CN Capabilities for the 5G specified 4 Service enablement Architectures for New Services 

1) Avoiding Duplicate Data Transfer & Reducing Transmission Path enabling the 5CN Services 

directly "Subscribe/Unsubscribe" on UPF Services for QoS Monitoring Latency Report,

2) Retrieving the UPF original status or Real-Time Service Flow Information in NWDAF, e.g., to 

facilitate Data Collection & Analysis considering efficient sampling intervals for the different Services. 

3) UPF Event Exposure e.g. for 5G IoT Solutions require interfacing of UPF to NEF/Local NEF for 

Network Information Exposure to an Application Server (e.g. in IoT-PCS (IoT Platform Common 

Services) servers enabling a set of Applications deployed using corresponding Servers (IoT-App), 

which may belong to different verticals & further insights into Scenarios in which an IoT Platform 

interfaces with the 5G CN to request future Background Data Transfer (BDT) Policies on behalf of IoT 

Servers. 

While the UPF is in the role of "Consumer" of the 5G CN Services, i.e. the UPF can register its NF 

Profile in the 5G CN with related Nupf Service Information & does not describe Services provided by 

the UPF itself.

The 5GC potential enhancements on Generic Group Management, Exposure & Communication 

enhancements (that can be specifically utilized in Slicing & equivalent NPN/SNPNs inter-operability & 

roaming, etc.), aim to enhance Group Attribute Management & Group Status Event Reporting, 

Set/Modify the Group Attributes as Provisioning of Service Area or QoS Applicable to each UE 

of a given group; Subscribe to Group Status Event Reporting for the Event "Newly Registered or 

(De)-Registered Group Member", Whether & How to enhance NEF Exposure Framework to enable 

Capability Exposure for Provisioning of Traffic Characteristics & Monitoring of Performance 

Characteristics Applicable to each UE of a given group, Support Group Communication for a 5G VN, 

which supports multiple SMFs, including support of SMF redundancy for reliability of the 5G VN Group 
Communication. 
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AEF Capabilities 
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Architecture for enabling E2E Edge Services
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The OPG believes that, for Operators to develop a Federated 

Edge Computing Platform such as the OP,  Requirements must 

be enforceable in Contracts by a Published Set of Standards.

To this end, the OPG proposes selecting ETSI ISG 

MEC and 3GPP to provide a Standard Reference for 

an Edge Service End to End (E2E) definition.

We note that 3GPP EDGEAPP Architecture and ETSI ISG 

MEC Architecture could complement each other in a way 

that is acceptable to OPG.
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Relationship of Edge Computing Service Providers (ECSPs), PLMN Operators, Application Service Providers (ASPs) and End 
Users, taking Federation and Roaming into account.
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Enhanced  EDGEAPP Architecture for enabling Edge Applications in "5G Advanced" 
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Enhanced  EDGEAPP Architecture for enabling Edge Applications

As illustrated in the Figs 1 & 2 below related to Edge Services in V2X and AR/VR Use 

Cases (as part of the ongoing discussions for enhancements in EDGEAPP Architecture 

foreseen in “5G Advanced” release (Ref. 3GPP, 5G Advanced, March 2022), an Edge 

Service or an EAS (Edge Application Server, e.g. V2X Server) can be provided via 

different EDNs (Edge Data Networks) deployed by different EES (Edge Enabling Server) 

ECSPs (Edge Computing Service Providers). 

Each ECSP may not have the required Infrastructure to install the EAS in every EDN due 

to Financial, Regulatory and Operation constraints. 

A User can access the same Edge Service served by different EASs, which are registered to 

different EESs (Edge Enabling Servers) and deployed by different ECSPs, which have a 

Service Level Agreement (SLA) to share Edge Services. 

These ECSPs can deploy EESs to serve different Mobile Networks (PLMNs) or different 

Coverages of the same Mobile Network (PLMN). 

Furthermore, the Target EDN (T-EDN) and Source EDN (S-EDN) are operated by different 

ECSP which may not have SLA with each other, then the S-EES may not be able to 

communicate with a T-EES (discovered from ECS) due to lack of SLA. 

Unfortunately, in Rel.17 this failure may only be detect upon EDGE-9 interaction.
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Dependent on the Use Case (UC), the EEL (Edge Enabling 

Layer) may apply different additional criteria to determine this 

common EAS.

E.g., it could be desirable to determine the EAS so that the 

Latency for all the ACs in the session is approximately the same 

or that the Latency for a specific AC is minimized. 

There is further utilization of Capabilities related to EEL (Edge 

Enabling Layer) and AEF (API Exposing Function) and 5G NDL 

(Network Data Layer) specified and stored NF’s Application 

Context (ACR/ACT, Application Context Relocation/Application 

Context Transfer) for assuring Service Continuity between S-EAS 

and T-EAS) as well as Data Traffic split rendering between EASs 

and CAS (Cloud Application Server). 
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Enablement of Service APIs exposed by EAS

EAS Service API enablement in the EDGEAPP Architecture for KI#2 specific requirements in this clause, the Solution #X: 

"EAS Service API enablement using CAPIF" is further specified.

This solution is based on Architectural requirements to support EAS Service APIs in the EDGEAPP Rel. 18 (5G 

Advanced) Architecture.

1) EAS Capability Exposure

- The Application Layer Architecture shall support Exposure of EAS's Capabilities to the other EASs.

2) EAS Service API publication

- The Application Layer Architecture shall support EAS to publish its exposing Service API information to EES

- The application layer architecture shall support EAS to update the published EAS Service API information on the 

EES.

3) EAS Service API discovery

- The Application Layer Architecture shall provide Mechanisms for an EAS to discover Available EAS Service 

APIs.

4)Subscription service

- The Application Layer Architecture shall provide Subscription and Notification Mechanisms enabling an EAS to 

receive changes in dynamic information of EAS Service APIs from an EES.

- The application layer architecture shall provide subscription and notification mechanisms enabling an EAS to 

receive changes in availability of EAS Service APIs from an EES.
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Deployment and Evolution options of EDGEAPP and ETSI MEC Platforms (Informative): 



Slicing 



Slicing 1

Enhancements 

Ph. 3



Slcing Enhancements for 5G Advanced 

1. Key Issue #1: Support of Network Slice Service Continuity

2. Key Issue #2: Support of providing VPLMN Network Slice     

Information to a roaming UE

3. Key Issue #3: Network Slice Area of Service for Services not 

mapping to existing TAs boundaries, and Temporary Network 

Slices

4. Key Issue #4: Support of NSAC involving Multi Service 

Area

5. Key Issue #5: Improved support of RAs (Registration 

Area) including TAs supporting Rejected S-NSSAIs

6.  Key Issue #6: Improved Network Control of the UE 

behaviour 



Slicing 2
Enhanced Access to and 

Support of Network 

Slice

frequency

DL + ULUL

SUL High NR frequency

DL+UL coverage

DL only coverage

SUL coverage

Fig.: Example of Supplementary Uplink (SUL)

To improve UL Coverage for High Frequency Scenarios, SUL can be configured so that, the UE is 

configured with 2 ULs for one (1) DL of the same Cell as depicted on Fig. below:



Slicing Enhanced Access to and Support for NS 

Scenarios 1-3:

1. When there is a Restriction of Network Slice (SST) to e.g., certain Frequency Bands/Sub Bands, RATs, Geographical Areas, Networks 

& Applications

2. When a UE has a Subscription to Multiple Network Slices & these Network Slices are deployed for e.g., Different Frequency Bands/Sub 

Bands, RATs, Geographical Area & Applications

3. When there is a Preference or Prioritization for a Network Slice (SST) over other Network Slices (SST) e.g. when there are conflicting 

constraints on Network Slice (SST) Availability. 



Slicing Enhanced Access to and Support for NS 

Scenarios 1-3:

1. When there is a Restriction of Network Slice (SST) to e.g., certain Frequency Bands/Sub Bands, RATs, Geographical Areas, 

Networks & Applications

2. When a UE has a Subscription to Multiple Network Slices & these Network Slices are deployed for e.g., Different Frequency 

Bands/Sub Bands, RATs, Geographical Area & Applications

3. When there is a Preference or Prioritization for a Network Slice (SST) over other Network Slices (SST) e.g. when there are 

conflicting constraints on Network Slice (SST) Availability.



Ref. 5G Americas, 3GPP Rel 16 & 17, & Beyond, Jan 2021: 34

In 3GPP Rel. 16, NR was extended to support operation also in Un-licensed Spectra, with 

focus on the 5 GHz (5150-5925 GHz) & 6 GHz (5925 – 7150 GHz) bands (Figure 3.9). 

- In contrast to LTE, which only supports License-Assisted-Access (LAA) operation in 

Un-licensed Spectrum, 

- NR supports both LAA & Stand-alone (SA) Un-licensed Operation, see Figure 310. 

In the case of LAA, a NR carrier in unlicensed spectrum is always operating jointly with a 

carrier in licensed spectrum, with the carrier in licensed spectrum used for initial access 

and mobility. 

- The licensed carrier can be an NR carrier, but it can also be an LTE carrier. Dual 

connectivity is used in case of the licensed carrier using LTE. If the licensed carrier is 

using NR, either dual connectivity or carrier aggregation can be used between the 

licensed and unlicensed carrier.

In case of SA operation, an NR carrier in Un-licensed spectrum operates without support 

of a licensed carrier. 

Thus, initial access and mobility are handled entirely using unlicensed spectra. 

Stand-alone (SA) - NR-U (NR-Unlicensed)    

connected to 5GC. 

This Scenario targets NPN 

- The 5 GHz band is used by existing 

Technologies such as Wi-Fi & LTE-

based LAA and it was a requirement, 

for the design of NR-U, or NR in 

Un-licensed spectrum, 





Slicing 3

Network Slice Capability Exposure for 

Application Layer Enablement (NSCALE)



1. Key Issue #1: Network Slice Capability Management enhancements

2. Key Issue #2: Application Layer Exposed Network Slice Lifecycle Management

3. Key Issue #3: Discovery & Registration aspects for Management Service Exposure

4. Key Issue #4: Network Slice Fault Management Capability

5. Key Issue #5: Communication Service Management Exposure

6. Key Issue #6:  Application Layer QoS verification Capability Enablement

7. Key Issue #7: Network Slice related Performance and Analytics Exposure 

8. Key Issue #8: Support for Requirements Translation

9. Key Issue #9: Support for Trust Enablement

10. Key Issue #10: Support for Managing Trusted 3rd-Party owned Application(s)

11. Key Issue #11: Dynamic Slice SLA alignment

12. Key issue 12: Network Slice Capability Exposure in the Edge Data Network

13. Key issue 13: Delivery of the existing Network Slice Information to the Trusted 3rd-

Party

14. Key issue 14: Network Slice creation to the 3rd-Party and UE
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IoT/IIoT



IIoT Solutions to IIoT Key Issues 

Mapping of IIoT Solutions to IIoT Key Issues (Kis)
Nr        

Key 

Issues 

(KIs)

#1 

Uplink Time 

Synchronization 

#2                       

UE-UE TSC    

Communication

#3A                              

Exposure of TSC 

Services: Exposure of 

Deterministic QoS                      

#3B                   

Exposure of TSC 

Services Exposure of 

Time Synchronization

#4                      

Supporting the fully 

Distributed 

Configuration Model 

for TSN

#5                        

Use of Survival 

Time for 

Deterministic 

Applications in 5GS 

1 X

2 X

3 X

4 X

5 X

6 X

7 X

8 X

9 X

10 X

11 X

12 X

13 X

14 X

15 X

16 x

17 X

18 X x

19 X

20 X

21 X

22 X

23 X

24 x
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Personal IoT Networks (PINs)
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Wired to Wireless Link replacement



Ref. 5G Americas, 3GPP Rel 16 & 17, & Beyond, Jan 2021: 34

In 3GPP Rel. 16, NR was extended to support operation also in Un-licensed Spectra, with 

focus on the 5 GHz (5150-5925 GHz) & 6 GHz (5925 – 7150 GHz) bands (Figure 3.9). 

- In contrast to LTE, which only supports License-Assisted-Access (LAA) operation in 

Un-licensed Spectrum, 

- NR supports both LAA & Stand-alone (SA) Un-licensed Operation, see Figure 310. 

In the case of LAA, a NR carrier in unlicensed spectrum is always operating jointly with a 

carrier in licensed spectrum, with the carrier in licensed spectrum used for initial access 

and mobility. 

- The licensed carrier can be an NR carrier, but it can also be an LTE carrier. Dual 

connectivity is used in case of the licensed carrier using LTE. If the licensed carrier is 

using NR, either dual connectivity or carrier aggregation can be used between the 

licensed and unlicensed carrier.

In case of SA operation, an NR carrier in Un-licensed spectrum operates without support 

of a licensed carrier. 

Thus, initial access and mobility are handled entirely using unlicensed spectra. 

Stand-alone (SA) - NR-U (NR-Unlicensed)    

connected to 5GC. 

This Scenario targets NPN 

- The 5 GHz band is used by existing 

Technologies such as Wi-Fi & LTE-

based LAA and it was a requirement, 

for the design of NR-U, or NR in 

Un-licensed spectrum, 
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1.1.5.1 Akraino IoT Area - 10 
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LTE/EPC QoS VS 5G QoS - 1 

Figure 2 Comparison of Signalling involved in Legacy Idle-to-Connected transition (Left) 

versus Inactive-to-Connected Transition (Right)
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IIoT
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Use case 1 - Process automation: Dolly tracking (outdoor).

Use case 2 - Process automation: Asset tracking.

Use case 3 - Flexible modulare assembly area: Tool 

tracking in flexible, modular assembly areas in smart 

factories.

Use case 4 - Process automation: Sequence container 

(Intralogistics).

Use case 5 - Process automation: Palette tracking (e.g. in 

turbine construction).

Use case 6 - Flexible modulare assembly area: Tracking of 

workpiece (in- and outdoor) in assembly area and 

warehouse.

Use case 7 - Flexible modulare assembly area: Tool 

assignment (assign tool to vehicles in a production line, 

left/right) in flexible, modular assembly area in smart 

factories.

Use case 8 - Flexible modulare assembly area: Positioning 

of autonomous vehicles for monitoring purposes (vehicles 

in line, distance 1.5 meter).

Use case 9 - (Intra-)logistics: Asset tracking 
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LTE/EPC QoS VS 5G QoS 



87

LTE/EPC QoS VS 5G QoS 

Reliability covers the communication-related aspects between two nodes (here: end nodes), while communication 

service availability addresses the communication-related aspects between two communication service interfaces. 

This might seem to be a small difference, but this difference can lead to situations, where reliability and 

communication service availability have different values.

Example: Traffic gets "stuck"    The related Scenario is depicted in Fig. below. 
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Relation of Communication Service:        Availability and Reliability

Figure C-4: Example in which communication Service Availability & Reliability have different values. 

Packets are delivered over a daisy chain of a Mobile Network and another Network (e.g. IEEE 802.11n 

based). 

Reliability is evaluated for the Mobile Network only,  

Availability depends on the performance of both Networks.

Communication Service Availability - measured between the two (2) Communication Service Interfaces, 

Reliability - measured between End Node A and the Router Node. 

This has implications for, e.g. the maximum communication latency allowed for each network. In case the agreed end-to-end latency between the service interfaces is, 

for instance, 100 ms, and the 802.11n network has a latency of 30 ms, the maximum allowable latency for packages in the mobile network is 70 ms (NOTE). So, if the 

latency in the mobile network exceeds 70 ms, the communication service availability is 0%, despite the agreed QoS stipulating a larger end-to-end latency, i.e. 100ms.

NOTE: The transit time through the router node is not considered here. It is assumed to be very small and much less than 100 ms.



5G QoS  4G vs 5G QoS 

Ref. Telco Bytes Dec 2020
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4G/LTE QoS   5G QoS   



5G QoS  4G vs 5G QoS 
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5G NR network QoS architecture

Below You can see the 5G NR network QoS architecture (details in 3GPP 
38.300)

For each QoS flow are assigned:

5G QoS Identifier (5QI);
An Allocation and Retention Priority (ARP);

For GBR QoS flow :
Guaranteed Flow Bit Rate (GFBR) for DL (downlink) and UL (uplink);

Maximum Flow Bit Rate (MFBR) for DL (downlink) and UL (uplink) ;
Maximum Packet Loss Rate for DL (downlink) and UL (uplink) ;

For Non-GBR QoS:
Reflective QoS Attribute (RQA);

Requirements for each services of the 5G NR network, (for each 
assigned 5QI) is strictly regulated by 3GPP TS 23.501 and are presented 
in the table below



Ref. 3GPP  5G System Arch Rel 17: March 2022 
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The 5G QoS Model is based on QoS Flows. 

The 5G QoS Model supports both QoS Flows that require Guaranteed flow Bit 

Rate (GBR QoS Flows) and QoS Flows that do not require Guaranteed flow Bit 

Rate (Non-GBR QoS Flows). 

The 5G QoS Model also supports Reflective QoS 

The QoS Flow is the finest granularity of QoS differentiation in the PDU 

Session. 

A QoS Flow ID (QFI) is used to identify a QoS Flow in the 5G System. 

User Plane traffic with the same QFI within a PDU Session receives the same

traffic forwarding treatment (e.g. Scheduling, Admission Threshold). 

The QFI is carried in an Encapsulation Header on N3 (& N9) i.e. without any 

changes to the E2E Packet Header. 

QFI shall be used for all PDU Session Types. 

The QFI shall be unique within a PDU Session. 

The QFI may be dynamically assigned or may be equal to the 5QI 

Within the 5GS, a QoS Flow is controlled by the SMF and may be pre-

configured, or established via the PDU Session Establishment procedure  or 

the PDU Session Modification procedure



Ref. 3GPP TS 23 501 5G System Arch Rel 17: Sept 2021:147 
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The 5G QoS Model is based on QoS Flows. 

QoS Profile

A QoS Flow may either be 'GBR' or 'Non-GBR' depending on its QoS profile. 

The QoS profile of a QoS Flow is sent to the (R)AN and it contains QoS parameters 

as described below: 

- For each QoS Flow, the QoS Profile shall include the QoS parameters:

- 5G QoS Identifier (5QI); and

- Allocation and Retention Priority (ARP).

- For each Non-GBR QoS Flow only, the QoS profile may also include the QoS 

parameter:

- Reflective QoS Attribute (RQA).

- For each GBR QoS Flow only, the QoS profile shall also include the QoS 

parameters:

- Guaranteed Flow Bit Rate (GFBR) - UL and DL; and

- Maximum Flow Bit Rate (MFBR) - UL and DL; and

- In the case of a GBR QoS Flow only, the QoS profile may also include one or 

more of the QoS parameters:

- Notification control;

- Maximum Packet Loss Rate - UL and DL.

NOTE: In this Release of the specification, the Maximum Packet Loss Rate (UL, DL) 

is only provided for a GBR QoS flow belonging to Voice media.

- Each QoS profile has one corresponding QoS Flow identifier (QFI) which is not 

included in the QoS profile itself.

- The usage of a dynamically assigned 5QI for a QoS Flow requires in addition the 

signalling of the complete 5G QoS characteristics (described in clause 5.7.3) as 

part of the QoS profile.

- When a standardized or pre-configured 5QI is used for a QoS Flow, some of the 

5G QoS characteristics may be signalled as part of the QoS profile (as described 

in clause 5.7.3). 



5G QoS  4G vs 5G QoS 

Ref. 3GPP 5G System Arch Rel 17: March 2022 
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Table: Attributes within Packet Detection Rule (PDR)
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Ref. 3GPP 5G System Arch Rel 17: March 2022 
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5-Tuple : a 5-Tuple refers to a Set of 
five (5) different Values that includes: 
1. a source IP address/
2. IP address Port number, 
3. destination IP address/
4. destination Port number and 
5. the Protocol in use.



5G QoS  4G vs 5G QoS 

Ref. 3GPP 5G System Arch Rel 17: March 2022 
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Table 5.8.2.11.5-1: Attributes within Usage Reporting Rule
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5G NR network QoS architecture

Below You can see the 5G NR network QoS architecture (details in 3GPP 
38.300)

For each QoS flow are assigned:

5G QoS Identifier (5QI);
An Allocation and Retention Priority (ARP);

For GBR QoS flow :
Guaranteed Flow Bit Rate (GFBR) for DL (downlink) and UL (uplink);

Maximum Flow Bit Rate (MFBR) for DL (downlink) and UL (uplink) ;
Maximum Packet Loss Rate for DL (downlink) and UL (uplink) ;

For Non-GBR QoS:
Reflective QoS Attribute (RQA);

Requirements for each services of the 5G NR network, (for each 
assigned 5QI) is strictly regulated by 3GPP TS 23.501 and are presented 
in the table below







99

3GPP RAN &  O-RAN 



Ref. 5G Americas, 3GPP Rel 16 & 17, & Beyond, Jan 2021: 34

In 3GPP Rel. 16, NR was extended to support operation also in Un-licensed Spectra, with 

focus on the 5 GHz (5150-5925 GHz) & 6 GHz (5925 – 7150 GHz) bands (Figure 3.9). 

- In contrast to LTE, which only supports License-Assisted-Access (LAA) operation in 

Un-licensed Spectrum, 

- NR supports both LAA & Stand-alone (SA) Un-licensed Operation, see Figure 310. 

In the case of LAA, a NR carrier in unlicensed spectrum is always operating jointly with a 

carrier in licensed spectrum, with the carrier in licensed spectrum used for initial access 

and mobility. 

- The licensed carrier can be an NR carrier, but it can also be an LTE carrier. Dual 

connectivity is used in case of the licensed carrier using LTE. If the licensed carrier is 

using NR, either dual connectivity or carrier aggregation can be used between the 

licensed and unlicensed carrier.

In case of SA operation, an NR carrier in Un-licensed spectrum operates without support 

of a licensed carrier. 

Thus, initial access and mobility are handled entirely using unlicensed spectra. 

Stand-alone (SA) - NR-U (NR-Unlicensed)    

connected to 5GC. 

This Scenario targets NPN 

- The 5 GHz band is used by existing 

Technologies such as Wi-Fi & LTE-

based LAA and it was a requirement, 

for the design of NR-U, or NR in 

Un-licensed spectrum, 





10

2

3GPP RAN and O-RAN Alliance
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3GPP RAN and O-RAN Alliance
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3GPP RAN and O-RAN Alliance
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3GPP RAN and O-RAN Alliance
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3GPP RAN and O-RAN Alliance
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3GPP RAN and O-RAN Alliance



11

0

Business Models

Adoption of Cloud-native Mechanism 
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1. Cloud Native Network Functions

The term "Cloud Native" originates from the ability to realise an Economy at Scale – HyperScale – through

- Agile Code Development and 

- Code Integration Design Patterns. 

At the Core is the idea to de-compose a Function into Microservices that can exist as Multiple Instances to allow to 

scale with demand. 

Cloud-native is commonly agreed to define Applications that follow the 12-Factor Methodology ( 

https://12factor.net/)  as outlined by various Market Leaders  (as Microsoft & VMware  and summarised in Table 2 

(next slide). 

Thus, if VNFs follow the aforementioned 12-Factor Code Development and Integration Methodology, they can 

operate as Cloud Native Network Functions (CNFs).

Ref. NGMN Cloud Native Enabling Future Telco Platforms, May 2021

https://12factor.net/
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Cloud Native 
Thus, if VNFs follow the aforementioned 12-Factor Code Development and Integration Methodology, they can operate as 
Cloud Native Network Functions (CNFs).

In addition to the 12 Factors, three (3) more have risen 

in the Cloud Community which are listed in Table 3.
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Ref. NGMN Cloud Native Enabling Future Telco Platforms, May 2021

4.1.5 Cloud Native vs Cloudified Network Functions 

It becomes apparent that VNFs implementing NFs such as: 

- Firewalling, 

- IP Address assignment or 

- Switching & Routing 

might NOT be able to comply entirely with the 12-Factor Paradigm. 

For instance, aiming at implementing a 3GPP SA2 Service Communication Proxy 

(SCP) as a CNF, a Component performing Proxy-like Routing tasks can be 

certainly de-composed into Micro Services based on their Workload type (e.g. 

Long-running Tasks versus Short Logical Operation to determine an outcome); 

However, by decomposing a NF into Microservices the newly created CNFs 

need to be addressable among each other based on Stateless protocols like 

HTTP. 

The result is a typical “Chicken and the Egg” Problem!?!??!?! 
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Ref. NGMN Cloud Native Enabling Future Telco Platforms, May 2021

In addition to the 12 Factors, three (3) more 

have risen in the Cloud Community which are 

listed in Table 3.

4.1.5 Cloud Native vs Cloudified Network Functions

The result is a typical “Chicken and the Egg” Problem, as the CNFs were supposed to 
implement Service Routing, but relies on a Service Routing among them. 

Other factors such as:

- Port Binding and 
- Dev/Prod Parity 

simply Do Not Apply to Functions that sit below 
the Transport Layer where Ports are exposed. 

Furthermore, for Networking related Tasks (Routing, Firewalling, etc.) Packets from 
senders such as the UE that are supposed to be handled must be encapsulated in a 
Stateless Protocol to reach the next Microservice that forms the Networking 
Application. 

Thus, not all VNFs can be ported to CNFs to 

enable an economy at scale.
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Ref. NGMN Cloud Native Enabling Future Telco Platforms, May 2021

Cloud Native vs Cloudified Network Functions

Furthermore, for Networking related Tasks (Routing, Firewalling, etc.) Packets 
from senders such as the UE that are supposed to be handled must be 
encapsulated in a Stateless Protocol to reach the next Microservice that forms 
the Networking Application. 

Thus, not all VNFs can be ported to CNFs to enable an economy at scale.

However, even though not all 12 Factors can be fulfilled for some VNF types, 
VNFs can be Cloudified aiming at a high adoption of the Cloud Native factors 
without the notion of de-composing a VNF into Microservices (CNFs) that form
the Application. 

Thus, (it is argued) for the introduction of the term 

"Cloudified VNF (cVNF)" indicating the adoption of 

the Cloud Native factors 1-5, 10 & 11.
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Ref. 3GPP 5G System Architecture Rel 17 March 2022 

Annex E (informative):

Communication models for NF/NF services interaction

E.1 General

This annex provides a high level description of the different communication models that NF and NF Services 

can use to interact which each other. 

Table E.1-1 summarizes the communication models, their usage and how they relate to the usage of an SCP.

Communication between 

Consumer and Producer

Service Discovery and Request Routing Communication 

Model

Direct communication No NRF or SCP; direct routing A

Discovery using NRF services; no SCP; direct routing B

Indirect communication Discovery using NRF services; selection for specific 

instance from the Set can be delegated to SCP. Routing via 

SCP

C

Discovery and associated selection delegated to an SCP 

using discovery and selection parameters in service 

request; routing via SCP

D

Table E.1-1: Communication models for NF/NF services interaction summary
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2. 5G UP GW SEPP and SeCoP - 2 

Solution Key Issue #27: Policy based Authorization 

for Indirect Communication between Network 

Functions (NFs)

This solution addresses KI #22 - Authorization of NF 

Service Access in Indirect Communication.

The solution proposes Policy-based Authorization of 

NF Consumer requests in the SeCoP (Service 

Communication Proxy) associated with the NF 

Producer.

A Set of Policies are provisioned in the SeCoP which 

allow the SeCoP to recognise an incoming Service 

Request from a NF Consumer and determine whether 

to allow the request and set of services that can be 

allowed for the requesting NF. 

Ref. 3GPP Security Aspects in 5G SBA, Rel. 16, Sept., 2020: 
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Ref. 3GPP TS 23 501 5G System Architecture Rel 17 March 2022 

Model A - Direct communication without NRF interaction: Neither NRF nor SCP are used. Consumers are configured with producers' "NF profiles" and directly communicate with a 

producer of their choice.

Model B - Direct communication with NRF interaction: Consumers do discovery by querying the NRF. Based on the discovery result, the consumer does the selection. The 

consumer sends the request to the selected producer.

Model C - Indirect communication without delegated discovery: Consumers do discovery by querying the NRF. Based on discovery result, the consumer does the selection of an NF 

Set or a specific NF instance of NF set. The consumer sends the request to the SCP containing the address of the selected service producer pointing to a NF service instance or a set of 

NF service instances. In the latter case, the SCP selects an NF Service instance. If possible, the SCP interacts with NRF to get selection parameters such as location, capacity, etc. The 

SCP routes the request to the selected NF service producer instance.

Model D - Indirect communication with delegated discovery: Consumers do not do any discovery or selection. The consumer adds any necessary discovery and selection parameters 

required to find a suitable producer to the service request. The SCP uses the request address and the discovery and selection parameters in the request message to route the request to a 

suitable producer instance. The SCP can perform discovery with an NRF and obtain a discovery result.

Figure E.1-1 depicts the different communication models.

P

r

o

d

u

c

e

r

C

o

n

s

u

m

e

r

Service Request

Service Response

Subsequent Request

P

r

o

d

u

c

e

r

C

o

n

s

u

m

e

r

Service Response

Subsequent Request

NRF

Discovery

NF profile(s)

P

r

o

d

u

c

e

r

C

o

n

s

u

m

e

r

Service Request

Response

Subsequent Request

Discovery

NF profile(s) NRF

SCP

P

r

o

d

u

c

e

r

C

o

n

s

u

m

e

r

Service Request

+ parameters

Response

NRF

SCP

A

C

B

D

Service RequestService Request

Subsequent Request

Service Request

 
Figure E.1-1: Communication models for NF/NF services interaction
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2. 5G UP GW SEPP (Secure Edge Protection Proxy) - 1 

Solution #20: UP Gateway (GW) Function on the inter - PLMN N9 interface

This solution provides a solution for Key Issue #27.

The SEPP-U is a GW Function used for filtering GTP-U traffic on the N9 

interface. 

The SEPP-U filters GTP-U messages in a way that only genuine GTP-U 

packets, that correspond to active PDU sessions established through the N32 

interface, can transit through the GW. All other GTP-U packets are discarded 

and logged. This ensures that no unwanted GTP-U packets enter or leave the 

Mobile Network.

The SEPP-U Function may be deployed either at the Edge of the Operator 

Network or collocated with the UPF. It monitors incoming/outgoing GTP-U 

traffic on the N9 Interface and executes GTP-U checks on every GTP-U packet 

on the N9 Interface.

SEPP-U interacts with SMF over the Nx Interface to obtain Local and 

Remote TunnelInfo Information (TEID and tunnel IP address). 

SEPP-U operates as a transparent GW, which sits on the IP Route, examines 

each Packet and decides to either pass it or drop it. 

In the following figure, SEPP-U is shown as a separate function in front of UPF 

to only forward GTP-U traffic, belonging to successfully established PDU 

sessions. 

Fig.:  UP GW Function SEPP (Secure Edge Protection Proxy) for the inter - PLMN N9 Interface

Ref. 3GPP Security Aspects in 5G SBA, Rel 16, Sept., 2020 
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Ref. 3GPP TS 23 501 5G System Architecture Rel. 17 March 2022 

G.2 An SCP based on service mesh
G.2.1 Introduction
This clause describes an SCP deployment based on a distributed model in which SCP endpoints are co-located with 5GC 
functionality (e.g. an NF, an NF Service, a subset thereof such as a microservice implementing part of an NF/NF service or a 
superset thereof such as a group of NFs, NF Services or microservices). This example makes no assumptions as to the internal 
composition of each 5GC functionality (e.g. whether they are internally composed of multiple elements or whether such internal 
elements communicate with means other than the service mesh depicted in this example).
In this deployment example, Service Agent(s) implementing necessary peripheral tasks (e.g. an SCP endpoint) are co-located 
with 5GC functionality, as depicted in Figure G.2.1-1. 

In this example, Service Agents and 5GC Functionality, although co-located, are separate components.

Fig. G.2.1-1: Deployment unit: 5GC Functionality & co-located Service Agent(s) implementing peripheral tasks
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Ref. 3GPP 5G System Architecture Rel. 17 March 2022 

G.3 An SCP based on Independent Deployment Units

For SBI-based Interactions (SBI) with other 5GC Functions, a Consumer communicates through a SCP Agent via SBI (1).

SCP Agent selects a target based on the Request and routes 
the Request to the target SCP Agent (2). 

What Routing and Selection Policies each SCP Agent 
applies for a given request is determined by Routing and Selection
Policies determined by the SCP Controller using for example
information provided via NRF (3) or 
locally configured in the SCP Controller. 

The Routing and Selection Information is provided by 
the SCP Controller to the SCP Agents via SCP Internal Interface (4).

Direct communication can co-exist in the same deployment 
based on 3GPP specified mechanisms.

 
Figure G.3-3: Overview of SCP deployment
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Ref. 3GPP TS 23 501 5G System Architecture Rel. 17 June 2021: 487 

G.4 An SCP deployment example based on Name-based Routing
G.4.0 General Information

SCP based on a Name-based Routing Mechanism that provides 
IP over ICN Capabilities such as those described in Xylomenos, George, et al.: "IP over ICN goes live", 2018 European 
Conference on Networks & Communications (EuCNC). IEEE, 2018.

SCP offering based on an SBA-platform to interconnect 5GC Services (or a subset of the 

respective services). 

The Name-based Routing mechanism, described in this
deployment example, is realized through a 

Path Computation Element which is the Core part of the SCP.

The 5GC Services are running as Microservices on Cloud/
deployment Units (Clusters). 

A Service Router is the Communication Node (Access Node/GW) 
between the SCP and the 5GC Services and resides as a single unit 
within a Service Deployment Cluster. 

SCP

Service Deployment Cluster

Service Router

5GC
Functionality A

5GC
Functionality B

SBI

SBI
SBI

 
Fig.  G.4-1: Deployment unit: 5GC Functionality and Co-located Service Agent(s) 

implementing peripheral tasks
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The findings in the Red Hat’s The State of Enterprise Open-Source reports from 2021 and 2022 (see below) indicating the 

importance of Open Source lower TCO (Total Cost of Ownership) shift to drop down to 6th place (from top position 

indicated 2 years ago (2019) and preference, choice and assigned priority by Enterprises to select an Open -source Project 

due to the following top 3 (three) benefits of using an Open Source Project, namely: 
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The Big Shift - from "Caveat Emptor" to "Caveat Venditor" - 1

Ref.: D.Pink,  2012

When Information is Ubiquitous:

shift from  Information Inequality to Information Paritiy

No longer enough 

just to be able to Answer to Questions on Product/Solution/ Services 

and/or present Platforms, Solutions, Services, Standards ...  



The Big Shift - from "Caveat Emptor" to "Caveat Venditor" - 2

Ref.: D.Pink, D-ve, 2012

When Information is Ubiquitous 

The Value of undertaking the role of  “Unbiased Business Partner“

Shift in assigned importance from "Problem - Solving" to  

"Problem-Identification/ Finding“

Ask the “Right Questions“
- to Identify Current Issues/Problems, curate the Vast Amount of  Information & 

- Ability to Hypothesize/Clarify on Future Problems, Inter-Dependencies 

- Outline Future Multi-Vendor Inter- Operability & Scalability 

- Ground for Personalized, Business Model and Agile Service  

Deployment. 



Remarks & Questions?


