


Anuket

Reference Architecture 

OpenStack based

Karine Sevilla(Orange), Pankaj Goyal(Microsoft)

June 14, 2022



Anti-Trust Policy Notice

• Linux Foundation meetings involve participation by industry competitors, and it 

is the intention of the Linux Foundation to conduct all of its activities in 

accordance with applicable antitrust and competition laws. It is therefore 

extremely important that attendees adhere to meeting agendas, and be aware 

of, and not participate in, any activities that are prohibited under applicable US 

state, federal or foreign antitrust and competition laws. 

• Examples of types of actions that are prohibited at Linux Foundation meetings 

and in connection with Linux Foundation activities are described in the Linux 

Foundation Antitrust Policy available at 

http://www.linuxfoundation.org/antitrustpolicy. If you have questions about these 

matters, please contact your company counsel, or if you are a member of the 

Linux Foundation, feel free to contact Andrew Updegrove of the firm of Gesmer
Updegrove LLP, which provides legal counsel to the Linux Foundation.



Agenda

• Reference Architecture 1 in Moselle release

• Status of GSMA associated document 

NG.133 

• Plans for Nile release

• What should we focus on and develop in the 

future?



Scope of RA1 - reminder

• Reference Architecture for Cloud Infrastructure built with OpenStack 
as the VIM for Telcos’ workloads and only upstream OpenStack 
components

• Document structure



What’s new in Moselle release

• Edge Cloud Topology

• Storage developed and aligned with Reference

Model

• Guidance on automation

• Explicit mapping of requirements to sections



Edge 

• Edge Cloud Topology and deployments

scenarios 

➢ OpenStack services deployments

➢ Edge sites with or without local storage

➢ Image caching considerations



Storage

• Developments and alignment with RM storage model

➢ Persistent storage / ephemeral storage

• Cinder, Swift, Glance service

• Choice of a storage solution per use case 

requirements 

• Storage backends: open-source and proprietary 

systems supported in Cinder through plugin drivers



LCM Automation

• VIM automated deployments is highly recommended

➢ Open-source installers: OpenStack TripleO, Airship v2, 

StarlingX for edge deployments

➢ OpenStack containerised installation priviledged

• Underlying resources provisioning, interesting tools to 

be considered, examples : Foreman, Ansible 

playbooks 



GSMA NG.133 

• NG.133 is based on RA1

• Status and timeframe
➢ Version 1, approved in Dec. 2021, officially published 

in Feb. 2022

➢ Version 2, publication foreseen for the end of 2022

• NG.133 version 2
➢ Based on RA1 Moselle release

➢ Addition of Reference Conformance and reference to 
tests 



And for Nile… Which OpenStack release? 

• RA1 Moselle based on Wallaby
➢ Wallaby: released 2021-04-14, extended maintenance 2022-

10-14

• OpenStack releases’ evolution
➢ Xena: 2021-10-06, EM 2023-04-06

➢ Yoga: 2022-03-30, EM 2023-09-30

➢ Zed: dev, estimated 2022-10-05 

• Benefits
➢ New features for acceleration (enhancements on smartNIC

support with Yoga), provisioning (Ironic),  and monitoring…



Nile - Acceleration and storage

• Acceleration
➢ SR-IOV already covered

➢ FPGA & GPU developments, which use cases? 
Industry drivers? 

➢ Cyborg feedbacks needed: configurations, use 
cases

• Storage
➢ CEPH already covered

➢ Interest for more backend storage solutions?



Future developments

• Something missing?

• Thoughts, ideas

• Topics of interest



Join RA1’s contributors!

• RA1 Wiki

• RA1 meetings
➢ Mondays @14:30 UTC

➢ RA1 Meeting Minutes

• RA1 documentation
➢ Github

➢ Readthedocs: RA1 Moselle

• RA1 mailing list: https://lists.anuket.io/g/ra1

https://wiki.anuket.io/display/HOME/RA1+-+Reference+Architecture+for+Virtualised+Cloud+Infrastructure
https://wiki.anuket.io/display/HOME/Anuket+RA1+Meeting+Minutes
https://github.com/cntt-n/CNTT/
https://cntt.readthedocs.io/projects/ra1/en/stable-moselle/index.html
https://lists.anuket.io/g/ra1



