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vFW CNF Use Case

https://docs.onap.org/projects/onap-integration/en/honolulu/docs_vFW_CNF_CDS.html



Scenarios
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Create K8s Region

Deploy KUD

Onboard vFW CNF Service

Deploy vFW CNF

Deploy vFW CNF with SSH SVC

Build K8s Profile with SSH SVC

Deploy vFW CNF

Build Config Template with SSH SVC

Deploy Config with SSH SVC

Check Pod Status
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Run Healthcheck WorkflowRun Healthcheck WorkflowRun Healthcheck Workflow

Setup & Onboard

Create (Day0-2)
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Helm Package Day 0/1 + Day2
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CNF Day 0 – Helm Enrichment
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• CNF instance based

• Modifies Helm package from VSP

• Part of Resource Assignment in 
CDS

• Native mechanisms in CDS
• Customizable by CBA

• Modification of Helm values
• Main

• Nested

• Modification of Helm templates in 
the package from VSP

• Provisioning of new Helm templates 
in the package from VSP



CNF Day 2 – Config Preparation
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• CNF instance based

• Config Template (CfT)
• Helm package

• Build or modified by CDS

• Part of CBA

• CfT preparation is part of Config-
Assign in CDS

• Native mechanisms in CDS
• Customizable by CBA

• Config Setup merges data
• CBA 

• AAI i.e. vf-modules info

• MDSAL – i.e. resolved Day 0

• K8s – i.e. k8s resource status info

• Kotlin, Python, REST

• Complex JSON



CNF Day 2 – Config Creation
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• CNF instance based

• Config Instance (CfI)
• Instantiates CfT

• Provides overrides for CfT

• CfI creation is part of Config-
Deploy in CDS

• Creates new k8s resources 

• Modifies k8s resources of existing 
CNF instance

• Native mechanisms in CDS
• Customizable by CBA

• In vFW CNF Use Case followed 
by simple Status Check

• Checks Pod Status until „Running”

• Fails after 30 retries





Healthcheck



CNF Status Check CNF Health Check

K8s Plugin

K8S Application
(RB Instance)

CNF Healtcheck Workflow in CDS

Status Handler Test Handler

K8s API

K8S 
Resources

Health 
Check Job

K8s Cluster APP NS

K8s Cluster ONAP NS

CNF Health Check 



CNF Health Check – Status Handler

• Retrieves Helm Chart’s Instance (vf-
module) resources’ status from 
managed k8s and exposes it via HTTP 
API

• Allows user to check any kind of data 
that k8s is aware of for the resources:

• Pod’s State,

• Deployment’s Replicas number,

• Service’s NodePort

• For Health-check use, Status Handler 
client can parse the result and look for 
specific fields to ensure expected 
values:

• Replica No > 3,

• Service LoadBalancer Ready,

• Pod allocated on Node different than X



CNF Health Check – Test Handler

• Executes Tests provided within CNF’s Helm Package (see https://helm.sh/docs/topics/chart_tests/)

• Test is executed asynchronously and allows investigating result of every hook run

• Aggregated Test result is computed by K8splugin once every hook finishes. Tests execution time is not limited.

https://helm.sh/docs/topics/chart_tests/


CNF Health Check – vFW CBA PoC

• Healthcheck workflow defined 
in CBA verifies CNF healthiness 
by running several steps, 
among others:

• `config-setup` and `config-apply` 
- resolve necessary IDs and names 
based on user-provided inputs

• `status-verification-script` - 1st

step of verification based solely on 
k8splugin’s Status API

• `health-check-process` - 2nd step 
testing CNF state using k8splugin’s 
Healthcheck API



CNF Health Check – vFW CBA PoC

Example Test executed via 
Healthcheck API is a simple Job 
definition being part of 
orchestrated Helm Chart.

Defined Job attaches to custom 
networks used by vFW Pods and 
tests network interfaces 
reachability using `ping`.






