
GSMA Anti-Trust Policy Notice

› Anti-trust law prohibits (i) agreements (written or implicit) between 
competitors which may negatively impact consumers or 
competitors and (ii) sharing of confidential information  

› All GSMA participants must abide by the following rules:

✓DO clearly identify the positive purpose of each project and follow it

✓DO consult with legal in areas where you are unsure

XDON’T enter into agreements that restrict other parties’ actions or 
creates barriers to market entry

XDON’T discuss or exchange information on pricing, business plans, 
or any other confidential or commercially sensitive data



Linux Foundation - Anti-Trust Policy Notice

➢ Linux Foundation meetings involve participation by industry competitors, and it is the intention of 

the Linux Foundation to conduct all of its activities in accordance with applicable antitrust and 

competition laws. It is therefore extremely important that attendees adhere to meeting agendas, 

and be aware of, and not participate in, any activities that are prohibited under applicable US 

state, federal or foreign antitrust and competition laws.

➢ Examples of types of actions that are prohibited at Linux Foundation meetings and in connection 

with Linux Foundation activities are described in the Linux Foundation Antitrust Policy available at 

http://www.linuxfoundation.org/antitrust-policy. If you have questions about these matters, please 

contact your company counsel, or if you are a member of the Linux Foundation, feel free to 

contact Andrew Updegrove of the firm of Gesmer Updegrove LLP, which provides legal counsel to 

the Linux Foundation.

https://urldefense.proofpoint.com/v2/url?u=http-3A__www.linuxfoundation.org_antitrust-2Dpolicy&d=DwQFAg&c=LFYZ-o9_HUMeMTSQicvjIg&r=g8OLWKkGKKjIqRK4FmNg1nu7HPAi0TaFROmGSJ5Qsws&m=VbkJT-g3PQObiyzaX5OV-oZlUAnS-qpt5ZE7MaeHrzc&s=qNQ9MChxBgvPrGLCLHWZjuhrFGOK8SfxdPvovQ71DE4&e=
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Intel work on Kubernetes networking



Kubernetes Networking - RI-2 Alignment

› RI-2 workstream is analyzing RA-2 to drive requirements - propose parallel hands-on activity to accelerate RI-2

• Help identify gaps and improve RI-2 specifications by testing deployment configurations and features

• Support with Intel OPNFV Community Lab (2 dedicated sand box environments i.e. 12 servers)

› Kubernetes Networking + bare metal reference includes many capabilities specified in RA-2, for example

• CNI plugins: Multus for multiple network interfaces; User-space plugin for OVS-DPDK, VPP; SR-IOV plugin

• Device Plugin Framework with device plugins: QuickAssist crypto acceleration, FPGA accelerators, GPU accelerators

• Performance optimization features: CPU core pinning with CPU manager for Kubernetes (CMK), Huge page support (K8s v1.8), NUMA support

• Hardware capability discovery: Node feature discovery (NFD)

› Hardware and Software Profiles

• Plan to map hardware skus/platforms to Reference Model defined profiles and demonstrate commercial feasibility of profiles

• Platform BIOS optimizations for network and compute intensive use-cases

› Installer and SW components

• RI-2 installer requirements are WIP – provide gap analysis c.f. Ansible (node config), Helm (package manager), Kubespray (K8s HA cluster, networking, 

plugins)

• Need analysis of dependencies for upgrades of current Host OS (kernel v3.10) and Kubernetes (v1.13)
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