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China Mobile is the world's leading telco service provider @\ FEE
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China Mobile's Open Source Milestones & LEEY
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vision of telco players on next generation infra
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Network Cloud Transformation:
telecom platforms, orchestration, wireless network
cloudification,cloud native telco PaaS
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= H P - T 7 CLOUD NATIVE V/~N A
Chlna MObIIe s Work In CNCF Lk = COMPUTING FOUNDATION @ g::u%h*/l%lfljg

5G edge computing, telco telco’s CFN concept,
. i loud native as
N network functions c :
Joalnm(;mclial;a S evolution powered by cloud foudamental techniques AIJ?: telcol network,
native techniques for multi-cloud and CNTI new Initialtive
multi-cluster
management
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LFN XGVela project @G\ HEBH
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China Mobile initiated XGVela under LFN in 2020 to work on PaaS capabilities for cloud-native
network functions.

* XGVela Release 2022.11 has
[ [ ONAP [ NFVO [ 0SS/BSS | et l]
‘ delivered 5 telco PaaS

N _/ [NF ] - functionalities which related to
XG Vela Functions (Value-add services/ etc. ) -party hosted App

management of NF’s configuration,
Out of scope ‘ ‘

App 1 App 2 topology, performance, alarm, log.

PaaS XGVela would work on green and yellow layers in specific

App App App App
specific specific specific specific
logic 2 logic 1 logic 2 logic 1

Telco service logic Telco service logic

Adaptation layer Adaptation layer

Telco PaaS
Telecom specific PaaS capabilities mainly used by network functions and h as bee np rovi ded as CNF exa mple

telecom management systems under telco scenarios

Adaptation Layer

General IT service In
| scope

Hypervisor

with CNTI.

General PaaS

computing/storage/network

* The key for network cloud native
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| PaaS capabilities commonly-used by IT applications.

| Existing open-source PaaS implementations mainly from CNCF community.
|

towards CNF with microservice
CaaS

laaS
x86 ARM
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architecture and “rea
infrastructure being used.

And a micro-service designed UPF

* XGVela is a sandbox project under
LFN and seeking collaboration point

evolution is promoting VNF evolving

cloud native



Collabration between LF Edge and CNCF projects @ hEB

China Mobile initiated LF Edge Akraino CFN ubiquitous scheduling blueprint project in 2021,
collabrating with CNCF karmada team
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CFN WG - Computing Native Subgroup & TEBH
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The Computing Native sub-group has been dealing with challenges of Cross Architecture Migration over
Heterogeneous Accelerator, and continuously tackling key problems in 4 key technical directions, including
heterogeneous-accelerator migration abstraction and cross-architecture compilation optimization.

Key Technology 1: cross-architecture compilation

| Application gl smart o ESmart B Smant ‘%‘Smaﬂ optimization technology
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Programming model conversion, T migration abstraction
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o i architectures . )
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Runtime Program loading, A
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NVIDIA. HYGDN Cambncon .
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share remote calls, improve compuitility utilization, and
reduce fragmentation

A toolchain prototype for computing native has been launched in 2023. Our next step is to integrate the toolchain

with container and kubernetes system.



Participations in CNCF Events
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KubeCon | CloudNativeCon g = "®""

8 OPEN SOURCE SUMMIT

China 2019

KubeCon China 2019
“loT Application Running on KubeEdge +
ARM Platform” , Jia Xuan, Bin Lu

Cloud Native is Good,
but How to Apply it in Telecom

f‘ m Network?

KubeCon CloudNativeCon

\) OPEN SOURCE SUMMIT

China 2023

Deep Dive into Telco’s Open
Source Practices on Next
Generation Infrastructure
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KubeCon 2023
“Cloud Native is Good, but How to Apply it in Telecom
Networks?”, Qihui Zhao, Pengxiang Chen
“Deep Dive into Telco’s Open Source Practices on Next
Generation Infrastructure”, Yanjun Chen
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KubeCon | CloudNativeCon
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Project Offlce Hours: Serverless Workflow
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KubeCon China 2021
“China Mobile 5G Edge Computing Open Source
Practice and and Thinking”, Yanjun Chen
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KubeCon

KubeCon Europe 2023, KubeCon Europe 2024



