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Objective
Speed-up digital transformation and programmable networking adoption across all network services

Ensure fast introduction of new services and technologies based on business requirements

Avoid being locked to a specific vendor and therefore restricted to their feature roadmap and incurring higher CAPEX/OPEX
price

Background

Our team has been evaluating ONAP and working with it since Beijing Release (R2) in 2018.

ONAP is considered a mature platform now after the successful release of its 13th version in June 2023, i.e., London Release
(R13).

Complete evaluation of ONAP based on Ethernet BOD use case was concluded in December 2021. Prototyping and demo is
completed using Gullin Release (R7) and now also available on Kohn Release (R12)

Completed an additional use case (IP-based service orchestration) prototyping development & demo in June 2023 based on
ONAP R12 (Kohn Release)
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1. Post Evaluation & Production-
Grade Phase (LAB)

2. Additional use case prototyping

3. Enhanced security &
observability

4. Internal demos, and initiation of
commercial deployment

1. Evaluation & LAB POC Phase

2. MEF-based standard L2 E-Line
service orchestration

3. Completed Evaluation December
2021 using Guilin (R7).

1. Commercial Deployment Phase
(Production Environment)

2H21 (Dec. 21) 1H22 (March 23) 2H23 (Dec. 23)

Casablanca El-alto Guilin Istanbul Kohn
N\ (B @ (& [ NN .
oo @0 0 000 00 ®
Beijing Dublin Frankfurt Jakarta London

(Skipped) (Skipped)

1H19 (June 2018) —
Initial non-
production-grade
deployment
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« Tata Communications is building a service orchestration (SO) development program based on ONAP which can be used to develop
and support its own in-house production-grade SO to speed-up the digital transformation for core connectivity services. The program
focuses on 2 aspects:

* ONAP Platform & Customization
+ Use Case Development & Onboarding

Overview

* In this presentation, we will go over our journey from the time we started evaluating and testing ONAP R2, to our current plan to offer
commercial deployment for some services we provide to our customers.

Program

» Implement a hierarchical orchestration design for all network services in terms of both domain orchestration and cross domain
(master) orchestration.

« Our approach is not to use ONAP “as is” as a complete product, rather a baseline platform to be augmented with custom-developed
use cases to support our business needs and achieve best tata communications solutions.

« Additional open-source tools needed for platform support, as well as analytical and Al capabilities will also be integrated in ONAP
platform based on operations and product requirements.



Development Scope In FY24

« Develop production-grade and customized ONAP based service orchestration platform

* |nitial three service use cases in FY24

« Four independent projects
* Project 1: Production-Grade Platform/Customization
* Project 2: Service Use Case 1
* Project 3: Service Use Case 2
* Project 4: Service Use Case 3
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Operational Support

Monitoring

Logging

Health-checks and threshold alerts

Deployment, Administration & Maintenance

High availability for infra & ONAP

NFS HA deployment

Offline ONAP installation

Backup

ONAP Upgrade

ONAP Security

Replace hardcoded certificates

Change all the credentials for inter-component
communication (Password credentials only)

ONAP User Management (RBAC)

Platform hardening
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Activity Start Date Target Date _

LAB Qualification (Kohn Release)

ONAP Program Proposal & Formal Approval

Platform Customization (London)

Production Deployment (Platform ONLY)

Use Case 1 Development

Use Case 1 Production Deployment & Early Customers
Use Case 2 Development

Use Case 2 Production Deployment & Early Customers
Use Case 3 Development

Use Case 3 Production Deployment & Early Customers

Dec. 2022
March 2023
August 2023
Dec. 2023
August 2023
Jan. 2024
Jan. 2024
March 2024
April 2024
June 2024

March 2023
July 2023
Dec. 2023
Dec. 2023
Jan. 2024
Jan. 2024
March 2024
March 2024
June 2024
June 2024

Completed
Completed
In-Progress
Yet to Start
In-Progress
Yet to Start
Yet to Start
Yet to Start
Yet to Start
Yet to Start
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Enhance the troubleshooting and diagnostic processes for all deployed applications by
implementing mechanisms that support health-check execution and threshold alarms, including an
email and/or messaging (Slack/MS Teams) notification feature.

Develop user-friendly dashboards to aid in quick decision-making & provides insight into current

performance

« Use Prometheus and Grafana solutions for time-series data storage and visualization. Prometheus is an effective open-
source tool that ensures reliable monitoring and alerting, specifically designed to handle high-volume time-series data.

« Grafana, a top-tier graph and dashboard builder, stands out for its flexibility in visualizing time-series infrastructures.
Unlike Kibana, Grafana does not have a rigid data source binding, thereby making it a superior option

Develop a dependable and efficient logging system for applications within the platform.
» Utilize the ELK stack as recommended by the community.
» Ensure a clear distinction between infrastructure and application log data.
 No ONAP components source code modification.
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Health-Check & Threshold Alerts=
Customization

Home > Alerting

& Alerting

I Alert rules

v [B ONAP application health > Onap

> [J Test » Test

Provisioned

Provisioned

Provisioned

Provisioned

Provisioned

Sign in

2firing | 3 normal O5m Provisioned

2firing Provisioned

sign in

Home » Dashboards

tasource | Prometheus v Compo

Health-check results details

Component Subcomponent

aai-model-loader
aai-resources
aai-sparky-be
aai

aai-traversal

Health-check results

Passed

ent aaiv

Result

ONAP application health

Subcompeonent | All v

Message

Success. Model Loader process is running.
Application is available

Success. Ul Backend Service process is running
Application is available

Application is available

i Add v

Signin

Health-check Test Name
aai_component_healthcheck_result
aai_model_loader_subcomponent_healthch
aai_resources_subcomponent_healthcheck
aai_sparky_be_subcompenent_healthcheck
aai_subcomponent_healthcheck_result

aai_traversal_subcomponent_healthcheck_

Name
aal_traversal_subcomponent_healthcheck_result
aal_subcomponent_healthcheck_result
aal_sparky_be_subcomponent_healthcheck_result
aai_resources_subcomponent_healthcheck_result

aai_model_loader_subcomponent_healthcheck_result

e T e s e

Signin

Home > Dashboards > ONAP application health
Home > Dashboards > ONAP application health i+ Add v

Healthcheck result summary Pod readiness Pod phases 01:30 02:00 02:30 03:00 03:30 04:00 : 06 07:00

Pod readiness

cassandra

chartmuseum

failed healthchecks

= passed healthchecks

Healthcheck result summary

= passed healthchecks

failed healthchecks

Healthcheck result summary

= passed healthchecks

failed healthchecks

Pod readiness

Pod readiness

= Pods ready

Pods not ready

= Pods ready

Pods not ready

= Pods ready

Pods not ready

Pod phases

Pod phases

Running
Failed
Pending
Succeeded

tinknawn

Running
Failed
Pending
Succeeded

Hinknawn

Running

Failed

Ready

Pod phases

= Running

= Succeeded

Failed

= Pending

Unknown

Name
onap-aai-B66955c4c85-5dg2!
onap-aai-babel-5{474495b-djfgw
onap-aai-graphadmin-5f985759-5r8hw

L
Ready
Ready
Ready

P b bpj4@ Notready

P b- dnztn  Notready

onap-aai-modelloader-7566ffbS5-wmk 86
onap-aai-resources-7dd4cd846f-jSvhp

h " iddo7cbe-fmit?

onap-aai-sparky-be-58ccfdféc7 -p7wir

Ready
Ready
Ready
Ready
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Q@ Q Sign in ® ™ Signin

= Home > Dashboards > Cluster performance monitoring > Cluste e € i+ Add ~ o) G st 3 te = Home > Dashb Cluster performance moni.

= onap-iab-gevenvy-amartus-c 441 Mg

Pods CPU usage
Nodes CPU usage [1m avg]

2.4%

2.2%

0.0878%
0.0010%
0172%
0.240%

0715 0141%
Name n Last*

onap-aai-graphadmin-5f985753-5r8hw 0130%

= onap-lab-devenv01-amartus-ctl 0.443%  0535%
0.208%

) Sign in ® Sign in

Home > Dashboards > Cluster performance monitoring
L 9 Home > Dashb. Cluster performance moni

Nodes memory usage ~ Pod metrics

442 MiB Pods memory usage

441 MiB
441 Mig
441 MiB
441 MiB
440 MiB
440 MiB
440 MiB
440 MiB

439MiB
03:50 04:00
772MiB 769 MIB

439MiB

0715 787MiB 786 MiB

Name W J Last 758MIB 773 MiB

= onap-lab-devenv01-amartus-ctl 440 MiB 441 MiB 801 MB  80.0 MiB

845MIB 844 MiB

Nodes CPU usage [1m avg] 453 MiB 454 MiB
20E7 Add annotation
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ONAPLogs v =

Discover

Q) Search field names

~ Available fields @

B @timestamp

t attrauthenticationDatabase

t attrclient

# attrcommitTimestamp.$timestam

# atircommitTimestamp.$timestam

# attrconnectionGount

# attr.connectionld

t| attrdoc application.name

t attrdoc.driver.name

t attrdoc.driver.version

t attrdoc.os.architecture

t attrdoc.os.name

Options New Open Share Alerts Inspect
@  Q Filter your data using KQL syntax ~ LastiShours = G
0 6,903,594 hits Breakdownby  Select field v @D @
79 i
0 170 w00 1900 2000 2100 2200 2300 0000 01 0200 0300 0400 0500 l0800  07:00
November 5, 2023 [November 10, 2623
Nov 8, 2023 @ 16:28:11.146 - Nov 10, 2023 @ 07:28:11.146 (interval: Aute - 10 minutes)
Documents  Field statistics
T 1field sorted E
o @timestamp (O ~ Document v

” ("] Nov 1@, 2023 @ 67:28:16.989 @timestamp Nov 18, 2023 @ 67:28:10.989 componentName mariadb-galera container mariadb-galera filename
onap-mariadb-galera-8_onap_mariadb-galera-balefe629e70a6b33d54 17aBefcf315 5 fa2bc9628a

log # User@Host: root[root] @ [127.8.8.1] podId 8 stream stdout time Nov 18, 2023 @ ©7:28:10.989 _i

Z [ Nov 18, 2023 € 67:28:10.989 @timestamp Nov 1, 2623 & 67:28:10.980 componentName mariadb-galera container mariadb-galera filename
onap-mariadb-galera-8_onap_mariadb-galera-balefe629e70a6b33d54 17aBefcf315 5 fa2bc9628a

log # Thread_id: 169313 Schema: QC_hit: No podId @ stream stdout time Nov 10, 2623 @ 87:28:10.989 _

s Nov 10, 2823 € ©7:28:16.9890 @timestamp Nov 18, 2023 @ ©7:28:10.989 componentName mariadb-galera container mariadb-galera filename

onan-mariadh-oalera-A enan mariadh-nalera-halefes?Qe7Aakh33d545aR2A36a1 7aRe frfa158703755AACAFAOhOA? Ra

Platform Logs ~ =

QU search field names
~ Available fields @

@timestamp

filename

t) log

stream

B time

> Empty fields ©

> Metafields

(-] QU Filter your
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data using KQL syntax [ ~ Last 15 hours (6]
497,558 hits Break downby  Select field v D@

6,000

a0

3,0

20

1000 o

0 17:00 18:00 18:00 2100 00 23:00 0008 01:00 0z:00 03-04 04:00 05:00 6: 07:00
9,2023 Novernber 10, 2073
Nov 9, 2023 @ 16:28:34.200 - Nov 10, 2023 @ 07:28:34.200 (interval: Auto - 10 minutes)
Documents  Field statistics
4 1field sorted
L @timestamp (O ~ Document ~

s Nov 18, 2023 @ 07:28:32.054 @timestamp Nov 18, 2623 @ 07:28:32.054 filename

/var /1og/containers/platform-tel-tests-test-runner-tel-667dd4c787-n29wd_platform-tel_test-runner—tcl-e

log 127.8.8.6 - - [18/Nov/2823 12:28:32] "GET /api/v1.@/healthcheck HTTP/1.1" 288 - stream stderr t.

s Nov 18, 2823 @ 87:

@timestamp Mov 18, 2623 @ 07:28:32.853 filename
jvar /log/containers/platform-tcl-tests-test-runner-tcl-667ddac787-n29wd_platform-tcl_test-runner-tcl-¢
log 127.6.8.6 - - [18/Nov/2823 12:28:32] "GET /api/v1.@/healthcheck HTTP/1.1" 288 - stream stderr t:

s Nov 18, 2023 @ 07:28:28.206 @timestamp Nov 18, 2623 @ 07:28:28.296 filename

ivar [lon/containers/istiod-6f574dchR-Twr2r istin-svstem discoverv-9dad?63Afae4984c9eR1hd41707d9e7RS764

Add a field Rows per page: 100 ~ <123 45 Add a field Rows per page: 100 <123 45 )
[ Options New Open Share Alerts Inspect = . T—— . Options New Open Share Alerts  Inspect
Kubernetes Logs = v LestiSh )
g Q Filter your data using KQL syntax 5 ours | [ System Logs v = @ () Filter your data using KQL syntax ~ last15hours = O
QU Search field names T 0 1,209 hits Breakdownby  Select field v 3 _
QU Search field names = 0 Breakdownby  Select field v B ®
~ Available fields © 5 40
b ~ Available fields @ 50
B @tmestamp " ‘ II
t] filename 17 quu -'su-ll 00 0100 0 -‘:bu! 1 07:00 t AUDITLOGINUID
ol e 0 R g EEEEEEEEE
t] log Nov 9, 2023 @ 16:27:17.396 - Nov 10, 2023 @ 07:27:17.396 (interval: Auto - 10 minutes) t _AUDIT_SESSION o= e oroo
4| sresm = £ -800Tlo Nov 8, 2023 @ 16:29:00.576 - Nov 10, 2023 @ 07:29:00.576 (interval: Auto - 10 minutes)
B time Documents  Field statistics 1) CAP_EFFECTIVE _
T 1field sorted = t _CMDLINE Documents  Field statistics
> Empty fields @ 0 b CETID® > _—
P ocument - i o ; t _CoMM & 1field sorted
> Metafields 3 tream stdout time Nov 18, 2023 @ B7:17:35.948 _id nMequysBkSEWIZnSkyjA _index kubernetes-logs _score
t| _EXE W @timestamp (D ~ Document ~
[ Nov 18, 2623 & 87:17:35.948 @timestamp Nov 18, 2623 & 87:17:35.948 filename
Jvar/log/contatners/canal-jwwlz_kube-systen_calico-node-91851b27e1006638acescT 146224416727 787536a7477c t GD 7 Nov 18, 2023 € 87: _BOOT_ID baZca894face4f7505d2964536ab91c1 _CAP_EFFECTIVE 1ffFFffffff _CMDLINE fusr/bin/containerd _CC
2623-11-18 12:17:35.948 [INFO][77] cni-config-monitor/token watch.go 162: Wrote updated CNI kubeconfig o HOSTNAME _ID 6935388c2676408a89b2cBIFT36FbdBf _PID 17614 _RUNTIME_SCOPE system _SELINUX_CONTEXT kernel _STREAM
7 Ol[nov 15, 7028 » 67717734 945 | (EEIEEEER Nov 16, 708 @ 717134, 92 EAIEHEE d67ed1968228473184a1257c31419843 _SYSTEMD_SLICE system.slice _SYSTEMD_UNIT containerd.service _TRANSP!
/var/log/containers/canal-jwwlz_kube-system_calico-node-91651b27e1ce6638ace5cf1d622441672F87536a7417c t _MACHINEID 7 Now 18, 2823 & 87: _BOOT_ID b42caB94facedf7595d2964530abd1c1 _CAP_EFFECTIVE 1ffffffffff _CMDLINE fusr/bin/containerd _C
2623-11-18 12:17:34.946 [INFO][77] cni-config-monitor/token watch.go 162: Wrote updated CNI kubeconfig B ro OMM conteinerd EXE /usr/bin/containerd GID @ HOSTNAME
h - onap-lab-devenv@1-amartus-werker83.novalocal _MACHINE_ID 6935380c2670408a89b2c9ff3efbdef _PID 17@1..
Add a field Rows per page: 100 (123 455> t _RUNTIME_SCOPE -
- ¥ Nov 18, 2623 & B7:25:31.318 _BOOT_ID b42caB9dfdcedf7595d2964530ab91c1 _CAP_EFFECTIVE 1fFFffffff _CMDLINE /usr/bin/containerd _CC
f SELINUX_CONTEXT D A HOSTMAME onan-Tlab-devenvAl-amartus-workerdd.novalocal —MACHTNE TD 69353RAc?67A4ARARSh2CASTFAAT
Add a field Rows per page: 100~ <12 3 45 »
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* Automate HA NFS storage setup

* Provide ONAP Upgrade guidelines to ensure, merging any customizations to
the next community release as well as providing options for data migration.

* Provide an automated method to install ONAP in an offline environment as it
is typical to be the case in any telecom production environment.

* Develop and automate a backup solution that will enable the restoration of
the platform in the event of a disaster.
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Provide security between components and ensures that components can trust the identities of
other components.

Ensure that components communicate only with those they are authorized to interact with.

]Icl)e5||gn (I})BACK system based on the ONAP community solution (which is in progress and not
inalize

Adopting industry standards for authentication and authorization

Securing Kubernetes ckv ster by implementing k8s role-Based Access Control (RBAC) define network
policiesto isolate workloads.

§Her]|£ muxsy\éstem by Auditing Patching and Updates of Firewall Configuration User Account
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