
Technical Advisory Council Meeting

February 28, 2018



Agenda
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› Meeting tools
› TAC Chair & Governing Board representative
› Technical communities’ goals
› OpenContrail entry into the LFN
› TAC Face-to-Face at ONS



TAC Member Directory
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Company Name Email Company Name Email
AMDOCS Eyal Felstaine Eyal.Felstaine@amdocs.com NEC/NetCracker Toshiyuki Tamura tamurato＠aj.jp.nec.com

AT&T Mazin Gilbert mg1528@att.com Nokia Tapio Tallgren tapio.tallgren@nokia.com
ARM Tina Tsou Tina.Tsou@arm.com Orange Jamil Chawki jamil.chawki@orange.com

Bell Canada David Sauvageau david.sauvageau@bell.ca Qualcomm Jasmin Ajanovic jasmin@qti.qualcomm.com
China Mobile Lingli Deng denglingli@chinamobile.com Red Hat Andre Fredette afredette@redhat.com
China Telecom Xie Xiaojun xiexj.gd@chinatelecom.cn Reliance Jio Aayush Bhatnagar aayush.bhatnagar@ril.com

Cisco Frank Brockners fbrockne@cisco.com Samsung Sohyong Chong hyong.chong@samsung.com
Cloudify Amir Levy amir@cloudify.co SUSE Rosella Sblendido RSblendido@suse.com
Ericsson Anders Rosengren anders.rosengren@ericsson.com Tech Mahindra Dhananjay Pavgi dp00476350@techmahindra.com
Huawei Wenjing Chu Wenjing.Chu@huawei.com Turk Telekom Coşar Baykal COSAR.BAYKAL@turktelekom.com.tr

IBM Jason Hunt djhunt@us.ibm.com Verizon Anil Guntupalli anil.guntupalli@verizon.com
Intel Rajesh Gadiyar rajesh.gadiyar@intel.com VMWare Danny Lin lind@vmware.com

Juniper Networks Randy Bias rbias@juniper.net Vodafone Susana Sabater susana.sabater@vodafone.com
Lenovo Igor Marty imarty@lenovo.com ZTE Chen Xing dick.chen@ztetx.com

Project Name Email Project Name Email
fd.io Ed Warnicke eaw@cisco.com ONAP Mazin Gilbert mg1528@att.com

OpenDaylight Daniel Farrell dfarrell@redhat.com OPNFV Tim Irnich tim.irnich@ericsson.com

Platinum Representatives

Project Representatives



New TAC meeting tools  
› LFN TAC wiki page: 

https://wiki.lfnetworking.org/display/LN/Technical+Advisory+Council
› IRC Channel connected with MeetBot: #lfn-meeting 
› Mailing list: https://lists.lfnetworking.org/g/TAC/join
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https://wiki.lfnetworking.org/display/LN/Technical+Advisory+Council
https://lists.lfnetworking.org/g/TAC/join


Roles & Responsibilities of GB Representative vs. TAC Chair
› GB Representative
› Voice of the LFN technical communities to the Governing Board (GB)
› Will be a voting representative in the LFN GB

› TAC Chair
› Responsible for running TAC meetings (with the help of LF staff members) 
› Leading the discussion on defining internal processes (e.g. work groups, 

setting priorities, etc.)
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Technical communities’ goals
› At the March 26th GB meeting, there is an agenda topic to discuss 

technical communities’ 2018 goals & priorities (fd.io, ODL, ONAP, and 
OPNFV)
› Suggest setting a deadline of March 9th for finalizing these discussions within 

each community and review communities’ goals & priorities at the next 
TAC meeting on March 14th

› When possible, it would be helpful to include if there is a way to measure if 
a goal has been achieved 
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Tungsten Fabric SDN Community 
Overview



VISION

• Tungsten Fabric seeks to become a ubiquitous global network  and security fabric that is agnostic and extends across 
all cloud infrastructure.

• Key goal to provide easy-to-use, scalable, secure, and cloud-grade SDN stack

• Single point of control, visibility, and management globally for all networks and network security.
• We are looking to evolve the project into the most broadly adopted and highest quality SDN overlay technology 

available. 

Tungsten Fabric



Automate, Analyze and Secure Across Multiple Cloud Environments
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FEATURES



ARCHITECTURE
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CODE BASE

• 2013-Today: More 300 person years of work
• 200-300 developer contributions
• Languages: C++, Python, Node, Go
• Apache 2.0 license
• GitHub repositories
• Gerrit review processes
• Launchpad bug tracking and blueprints
• Technology Stack: Cassandra, Kafka, HAproxy, 

Docker, Keystone



COMMUNITY MEMBERS



Face-to-Face meeting during ONS
› Propose to have a face-to-face meeting at 8-9am Pacific Time on March 

27th (Day 2 of the Developer Forum)
› Potential topics suggested
› Brainstorm on how projects can collaborate with each other 
› Tools harmonization opportunities (e.g. for docs, testing, CI/CD, etc.)
› Release timing/alignment
› Technical community events
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